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Abstract Flood-related fatalities and impacts on society surpass those from all other natural disasters
globally. While the inclusion of large-scale climate drivers in streamflow (or high-flow) prediction has been
widely studied, an explicit link to global-scale long-lead prediction is lacking, which can lead to an improved
understanding of potential flood propensity. Here we attribute seasonal peak-flow to large-scale climate
patterns, including the El Ni~no Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), North Atlantic
Oscillation (NAO), and Atlantic Multidecadal Oscillation (AMO), using streamflow station observations and
simulations from PCR-GLOBWB, a global-scale hydrologic model. Statistically significantly correlated climate
patterns and streamflow autocorrelation are subsequently applied as predictors to build a global-scale sea-
son-ahead prediction model, with prediction performance evaluated by the mean squared error skill score
(MSESS) and the categorical Gerrity skill score (GSS). Globally, fair-to-good prediction skill (20%�MSESS
and 0.2�GSS) is evident for a number of locations (28% of stations and 29% of land area), most notably in
data-poor regions (e.g., West and Central Africa). The persistence of such relevant climate patterns can
improve understanding of the propensity for floods at the seasonal scale. The prediction approach devel-
oped here lays the groundwork for further improving local-scale seasonal peak-flow prediction by identify-
ing relevant global-scale climate patterns. This is especially attractive for regions with limited observations
and or little capacity to develop flood early warning systems.

1. Introduction

Flood-related fatalities, economic damages, and impacts on society surpass those from all other natural disasters
globally (Doocy et al., 2013; Munich Re, 2012). Flood forecasts and early warning systems integrated with emergency
planning and management have lessened mortality and damages (Golnaraghi et al., 2009; Radziejewski & Kundze-
wicz, 2004); however, the need remains for additional early warning systems to foster improved flood preparedness.
There is a particular lack of seasonal-scale flood forecasts to complement more typical short-range forecasts (hours
to days). While short-range forecasts are critical to warn of imminent danger, seasonal-scale forecasts can provide
longer time leads to facilitate proactive decision-making. For example, the International Federation of Red Cross
(IFRC) has highlighted the applicability of seasonal forecasts for preflood decisions, such as prepositioning relief sup-
plies, maintaining facilities, and increasing volunteer numbers (IFRC, 2011). Seasonal forecasts can also inform reser-
voir opeartions for flood management (Chiew et al., 2003; Ritchie et al., 2004; Sankarasubramanian & Lall, 2003).

Some operational centers have developed medium range (10–45 days) continental-scale or global-scale
hydrological ensemble prediction systems (HEPS) using numerical weather prediction model outputs and
large-scale hydrological models. For example, the Global Flood Awareness System (GloFAS), jointly devel-
oped by the European Commission and the European Centre for Medium-range Weather Forecasting
(ECMWF), uses meteorological forcings from the ensemble prediction system of ECMWF with the Hydrologi-
cally modified ECMWF Tiled Scheme for Surface Exchanges over Land and the LISFLOOD channel routing
model to forecast probabilistic exceedance of streamflow (Alfieri et al., 2013). The U.S. National Weather Ser-
vice operates the Hydrologic Ensemble Forecast Service over the contiguous United States using medium
range forecasts (from the National Centers for Environmental Prediction) and their hydrologic processor
(Demargne et al., 2014). Other operational large-scale HEPSs are reviewed in Emerton et al. (2016).

The HEPSs can provide specific information, such as hydrographs and frequencies at fine temporal scales;
however, the uncertainty of EPS forecasts increases with longer lead time due to chaotic evolution of the
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atmospheric system (Doblas-Reyes et al., 2013; Palmer, 2000; Westra & Sharma, 2010). In addition, their skill-
ful lead time is typically not sufficient for long-range disaster management (weeks-months), particularly for
developing regions evaluating disaster preparedness options.

In relation to this, numerous studies have illustrated significant relationships between streamflow/hydrological
conditions (average and extremes, e.g., floods and droughts) and large-scale climate patterns (e.g., El Ni~no
Southern Oscillation (ENSO)), providing prospects for skillful seasonal forecasts and flood management (Burn
& Arnell, 1993; Cayan et al., 1999; Chiew & McMahon, 2002; Dettinger et al., 2000, 2001; Pizarro & Lall, 2002;
Tootle et al., 2005; Ward et al., 2014b). However, only a limited number of studies have investigated continen-
tal or global scale applications. For example, Chiew and McMahon (2002) demonstrate an ENSO teleconnec-
tion with global streamflow using harmonic analysis and lag-correlations in 581 catchments by applying the
Southern Oscillation Index (SOI) and Multivariate ENSO Index (MEI). Bierkens and van Beek (2009) utilize pre-
dictions of the wintertime North Atlantic Oscillation (NAO) Index, NAO-associated meteorological and hydro-
logical conditions, and a global hydrological model to evaluate the seasonal predictability of streamflow over
the European continent. Tootle et al. (2005) show significant relationships between continental U.S. annual
streamflow and ENSO, Pacific Decadal Oscillation (PDO), North Atlantic Oscillation (NAO), Atlantic Multidecadal
Oscillation (AMO), and their coupled patterns using a nonparametric significance test. McCabe and Wolock
(2008) and Dettinger et al. (2000) find leading modes of variability (principal components) associated with
ENSO and North Atlantic sea surface temperatures (SST) when performing a principal components analysis
(PCA) on global streamflow and Western hemisphere streamflow, respectively. Ward et al. (2010, 2014a) high-
light the significant influence of ENSO on the sensitivity of flood duration and frequency globally using corre-
lation and regression analysis, leading to anomalies in flood risk for many parts of the world. Emerton et al.
(2017) also emphasize the role of ENSO on potential flood risks globally by providing the historical probability
of abnormally high or low monthly streamflow during El Ni~no and La Ni~na events and subsequent increased
or decreased flood hazard based on the reconstructed global streamflow for the twentieth century.

While these studies demonstrate the relationship between individual or multiple large-scale climate pat-
terns and annual or seasonal streamflow or the likelihood of climate-driven extreme streamflow globally
(Emerton et al., 2017), there is no explicit link to the predictability of seasonal streamflow. Therefore, a need
exists to expand such analyses to target long-range streamflow prediction using large-scale climate drivers
at the global scale, motivated by the potential to provide useful information for flood management.

In this study, we attribute year-to-year variation in seasonal peak-flow, defined as average streamflow across
the peak (3 month) season, to large-scale climate patterns and subsequently build a global-scale season-ahead
prediction model conditioned on these patterns. Both attribution and prediction are performed with extensive
streamflow observations and simulations from a global hydrological model to cover data-scarce regions.

2. Data and Methods

First, we describe the process of setting up streamflow observations and simulations. For attribution, we
evaluate correlations between seasonal streamflow (peak-flow season) and large-scale interannual and
interdecadal climate drivers (ENSO, PDO, NAO, and AMO at 3–8 months lead time) as well as streamflow
autocorrelation. From the suite of potential (significantly correlated) predictors, an optimal lead-months of
climate predictors is determined using a cross validation criteria and a linear regression model is applied to
predict seasonal peak-flow at each location, including performance and verification metrics.

2.1. Data
To establish climate-induced variability in streamflow, it is valuable to consider natural streamflow records,
since regulation of dams and reservoirs may produce spurious relationships that may misalign with man-
agement objectives. Seasonal peak-flow is often regulated by dam managers distributing streamflow across
multiple seasons or releasing preseason storage causing an overestimation of downstream flows. In the
data section, we describe the criteria for retaining natural streamflow stations and ‘‘allowable’’ regulated sta-
tions (e.g., dam inflow) that might be useful for reservoir management decision-making. Also, reconstructed
streamflow simulations are used to identify climate-streamflow relationships where observations do not
exist. In this study, streamflow observations are mainly used for gauged areas, and streamflow simulations
are used for ungauged (data-limited) regions.
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2.1.1. Streamflow Observations
For this study, streamflow observations were obtained from the Global Runoff Data Centre (GRDC) (Global
Runoff Data Centre, 2007) and the U.S. Geological Survey (USGS). Given our interest in examining hydro-
climatic relationships, it is important to select unimpaired streamflow stations for analysis. Stations located
in the downstream reaches of large-scale river basins may be regulated by water supply, flood control, irri-
gation, hydropower infrastructure (World Commission on Dams, 2000), etc., potentially altering flow
regimes (from natural to regulated) drastically. Identifying such infrastructure is thus important. Globally
more than 33,000 large reservoirs and dams are listed (International Commission on Large Dams, 2009),
with geo-referencing available for 6,862 of them (Lehner et al., 2011). Lehner et al. (2011) also found that
nearly 47% of large rivers with average streamflow in excess of 1,000 m3/s are significantly regulated by
dams, attenuating flow hydrographs, and flood volumes. Another important aspect to address is that
streamflow in some upstream reaches is more sensitive to local weather and hydrologic conditions, which
can suppress large-scale climatic impacts, depending on the climatic and hydrogeographic characteristics
of the specific location. Finally, many poorly gauged regions have limited observations and may be
excluded if strict rules are applied (e.g., minimum catchment size or length of observational record), result-
ing in an uneven global distribution. Thus, to properly collect records from unimpaired stations, and coinci-
dentally minimize location bias globally, we apply a flexible and robust selection criteria.

We start by selecting GRDC stations having at least 30 years of streamflow observations (either daily or
monthly) across any time period, allowing more stations to be retained globally and particularly in data-
limited regions. We assume that streamflow-climate relationships do not significantly vary in time, that is,
streamflow observations in different time periods (windows) illustrate similar relationship and predictability
with season-ahead climate drivers. With a minimum catchment area larger than 10,000 km2, which is arbi-
trarily defined to exclude stations relatively sensitive to regional climate and anthropogenic impacts, 2,203
GRDC stations globally are selected. All selected GRDC stations are then mapped to corresponding grids in
the global 30 min river network (D€oll & Lehner, 2002).

The impact of dams on streamflow varies depending on station location, distance from a dam, dam capacity,
operating rules, etc., thus just because a station is located downstream of a dam, it should not automatically be
classified as impaired or regulated. Therefore, we first investigate the locations of all dams and reservoirs in each
basin to divide stations into two categories: unregulated (no dams or reservoirs upstream) and regulated (dams
or reservoirs exist upstream). This is done by digitally mapping all dams near the selected stations from the
Global Reservoir and Dam database (GranD) (Lehner et al., 2011) and the HydroLAKES data set (Messager et al.,
2016) using the high-resolution global river network and basin delineation from HydroSHEDS (Lehner et al.,
2008). Next we assess the magnitude of regulation from upstream dams or reservoirs on changes in streamflow
climatology, seasonality, and attenuation of peak-flow (if any) across the observational record by visually inspect-
ing all available year-to-year daily and monthly streamflow patterns at each station. The level of streamflow regu-
lation is divided into four classes (none, allowable, regulated, and unusable), according to the following:

1. if streamflow climatology or seasonality is strongly regulated by upstream dams, the station is classified
as unusable;

2. if streamflow climatology or seasonality is moderately regulated by upstream dams, the station is classi-
fied as regulated;

3. if steamflow climatology or seasonality is minimally regulated by small or distant dams, the station is
classified as allowable; and

4. if no dam is located upstream, the station is classified as none.

This screening process, while structured, is not purely objective but arguably appropriate for this hydroclima-
tological context focusing on seasonal peak-flow, given the similarity in classification results to the degree of
regulation of global rivers identified in Lehner et al. (2011). To retain natural streamflow and ‘‘allowable’’ regu-
lated streamflow, which might be useful for reservoir management, we only select stations with none and
allowable regulation categories. As a result, the screening process produces 616 (331) GRDC stations with
none (allowable) regulation containing at least 30 years of observations (947 GRDC stations in total).

Using this screening process, many stations in the western and southeastern U.S., well-known as climate-
sensitive regions, are excluded due to highly regulated mean streamflow or peak-flow. To provide coverage
for these regions, we additionally include data from the USGS Hydro-Climatic Data Network (HCDN) (Lins,
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2012), which lists prevalidated USGS stations that meet strict selection criteria, even including human activi-
ties. We select 253 HCDN stations with at least 30 years of observations and minimum catchment areas
larger than 500 km2. Thus in total, we select 1,200 stations globally (947 GRDC 1 253 HCDN), with an aver-
age station record length of 65 years and good global spatial distribution (Figure 1).

Annual streamflow statistics (maximum or mean value in the water year) are often used to analyze streamflow
variations associated with large-scale climate patterns in global studies. For estimating flood propensity at the
seasonal scale, it is important to identify and define seasonal streamflow in the dominant flood season. Although
a high-flow value (seasonal maximum or upper percentile streamflow) may represent a more traditional flood
characterization, this value may also include variability due to local climate/hydrology may potentially be more
significant than those from season-ahead large-scale climate drivers. For this study, we use seasonal peak-flow,
calculated as average streamflow in the peak (3 month) season according to the volume-based threshold
method and daily streamflow data, as defined in Lee et al. (2015). Daily gridded streamflow is obtained from the
PCR-GLOBWB (PCRaster GLOBal Water Balance) model, described in the following section; peak-flow seasons
(Figure 2) are validated with corresponding GRDC streamflow observations and actual flood records.

Number of recorded years

Arid (<1m3/s)
30 40 50 60 70 80 90 100 200

Figure 1. Location of 1,200 stations (947 GRDC 1 253 HCDN) with the numbers of recorded years per station.

Peak-flow season

Arid (<1m3/s)
          DJF          JFM         FMA          MAM          AMJ         MJJ          JJA          JAS          ASO          SON          OND          NDJ

Figure 2. Peak-flow season defined using the volume-based threshold method with streamflow simulations from the
PCR-GLOBWB model (Lee et al., 2015).
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2.1.2. Global Streamflow Simulation
Even though considerable effort has been devoted to selecting a sufficient number of stations to provide
global coverage (Figure 1), a dearth of stations exists in locations that are often considered vulnerable to
natural disasters, and where global long-term predictions may be extremely useful (e.g., sub-Saharan Africa).
This can be partially resolved by adopting spatially continuous streamflow data simulated by a global
hydrological model and treating these time series as pseudo-observations. Here we utilize daily streamflow
simulations over the period 1958–2000 (43 years) from Ward et al. (2013), reproduced using PCR-GLOBWB,
a global hydrological model with a spatial resolution of 0.58 3 0.58 (Van Beek & Bierkens, 2009; Van Beek
et al., 2011; Winsemius et al., 2013), validated on streamflow quantity (Van Beek et al., 2011), and terrestrial
water storage (Wada et al., 2011) for numerous major rivers in the world. Extreme discharge values pro-
duced by the model have also been compared with station data (Ward et al., 2013), performing generally
well for large drainage areas. For the simulations considered in this study, the PCR-GLOBWB model used
daily meteorological forcing data from the Water and Global Change (WATCH) project (Weedon et al.,
2011), including precipitation, temperature, and global radiation data. The WATCH forcing data were initially
derived from the ERA-40 reanalysis product (Uppala et al., 2005), and subjected to corrections based on pre-
cipitation gauges, elevation, time adjustments to reflect monthly observations from daily values, and vary-
ing atmospheric aerosol loadings. Also, the model is simulated without a reservoir scheme to produce
natural streamflow. Using PCR-GLOBWB streamflow time series globally, we follow an identical approach as
with the GRDC observations to construct seasonal peak-flow, averaging streamflow in the predefined peak
season (Lee et al., 2015) for each grid globally.

Normality of log-transformed seasonal peak-flow is assessed using the Lilliefors test on both observed and
simulated data. As a result, 77% of observed stations and 84% of global land areas, excluding Antarctica,
Greenland, and dry regions, show significant log-normality at the 95% significance level (supporting infor-
mation Figure S1). Based on this fairly high percentage of stations and areas illustrating significant log-
normality, we apply log-transformations to all streamflow data prior to developing the prediction (linear
regression) models globally.
2.1.3. Large-Scale Climate Index Data
For this study, four interannual, decadal, and interdecadal climatic indicators are evaluated: ENSO, PDO,
NAO, and AMO.

The El Ni~no Southern Oscillation (ENSO) is a periodic fluctuation (every 2–7 years) in sea surface tempera-
ture (El Ni~no or La Ni~na) and air pressure system (Southern Oscillation) over the equatorial Pacific Ocean
and surrounding regions. In the El Ni~no (warm) phase, areas of the western Pacific (southeast Asia, Australia,
and South Africa) experience abnormal drought, while heavy precipitation occurs in the eastern Pacific
(west coast and south east of the U.S.). The approximate opposite climate pattern occurs in the La Ni~na
(cold) phase over the same regions (Ropelewski & Halpert, 1986, 1987). To represent ENSO, we use the Nino
3.4 index (3 month running mean of average sea surface temperature (SST) over 58N–58S, 1208W–1708W;
https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/Nino34/), which captures classical ENSO events in
the equatorial Pacific Ocean. We acknowledge that different types of ENSO (e.g., Eastern Pacific or Central
Pacific El Ni~no) may have distinctly different impacts on precipitation and subsequent streamflow globally
(Liang et al., 2016), yet those variations or other common ENSO indices are not evaluated here.

The Pacific Decadal Oscillation (PDO) is a fluctuation of North Pacific sea surface temperature that often
presents as an ENSO-like pattern of Pacific climate variability. However, PDO varies over a much longer
timescale (decades) compared to ENSO (interannual), with strong effects on North America (Zhang et al.,
1997). For example, the positive (warm) phase of PDO is associated with above-normal temperature along
the North American west coast and northeastern South America, above-normal precipitation over south-
western United States, and below-normal temperature and precipitation across the southeastern United
States. The negative (cool) phase of PDO acts in an approximately opposite pattern (Mantua & Hare, 2002).
The monthly PDO index (the leading principal component of monthly SST anomalies for the North Pacific
basin north of 208N) (Zhang et al., 1997) is obtained from the Joint Institute for the Study of the Atmosphere
and Ocean (http://research.jisao.washington.edu/pdo/).

The North Atlantic Oscillation (NAO) is a semiperiodic oscillation in atmospheric surface pressure between
the Subtropical (Azores) High and the Subpolar Low. The NAO affects the strength and location of the North
Atlantic jet stream (westerly winds) and storm tracks across the Atlantic and into Europe, particularly in
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winter, which results in variations of precipitation and temperature patterns from eastern North America to
western and central Europe. The positive phase of the NAO (higher pressure in the Azores) is associated
with below-normal precipitation over southern and central Europe and above-normal precipitation over
northern Europe. The negative phase of the NAO reflects the opposite pattern of precipitation anomalies
over these regions. For the NAO index, we use Hurrell’s station-based seasonal NAO index (difference in nor-
malized seasonal sea level pressure at Reykjavik and Lisbon stations) (Hurrell & Deser, 2009), obtained from
the National Center for Atmospheric Research (https://climatedataguide.ucar.edu/climate-data/hurrell-
north-atlantic-oscillation-nao-index-station-based).

The Atlantic Multidecadal Oscillation (AMO) index is defined as detrended area-weighted average SST over
the North Atlantic (958W–308E, 08N–708N) with variability at multidecadal timescales (e.g., 65–80 year cycle
for 1856–1999; warm phase during 1860–1880 and 1940–1960, and cold phase during 1905–1925 and
1970–1990) (Enfield et al., 2001). The positive (warm) phase of the AMO is associated with below-normal
precipitation in the central U.S. and eastern South America and with above-normal precipitation in central
Africa (Sahel) and Europe. The approximately opposite pattern occurs in the negative (cool) phase of the
AMO (Knight et al., 2006). For the AMO index, we use the detrended and unsmoothed monthly AMO index
calculated from Kaplan SST and obtained from https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/AMO.

For monthly PDO and AMO indices, we apply 3 month running means to represent seasonal persistence for
the middle month of the season.

2.2. Methods
Here streamflow and climate indices are detrended and normalized prior to correlation analysis and predic-
tion model development to avoid spurious relationships.
2.2.1. Covariability of Streamflow and Climate Drivers
We evaluate covariability between individual large-scale climate patterns and peak-flow using lagged corre-
lations on the order of 3–8 months; since all predictions are based on 3 month averages (post 3 month run-
ning mean is applied for monthly PDO and AMO indices), 1–2 month lead time predictions are excluded
given their overlap with the target season. Although streamflow and large-scale climate patterns are known
to exhibit nonlinear relationships in some places, we simply calculate Pearson’s correlations for evaluating
the general strength of linear association and eventually for the linear regression prediction model. The cor-
relation may account for both interannual and long-term (decadal and multidecadal for PDO and AMO,
respectively) variations of climate drivers if present in a record period, however, considering the length of
streamflow records (stations with 30–40 years records and 43 years for simulation) and removed linear
trends, a large portion of covariability will be expected at the interannual scale. Each individual climate pat-
tern (index) showing the maximum lag-correlation is retained as a potential predictor. Only statistically sig-
nificant (a 5 0.05; t test) correlations are considered.
2.2.2. Streamflow Autocorrelation
Streamflow autocorrelation here refers to the relationship between streamflow from one season to the
next. This persistence often allows season-ahead streamflow to act as a strong predictor of current season
streamflow (Piechota et al., 1998). Streamflow autocorrelation for short lags (e.g., season) has also been
demonstrated to be higher than the correlation between streamflow and ENSO in many catchments glob-
ally (Chiew & McMahon, 2002). Here we calculate the autocorrelation between streamflow in the season (3
months ahead) prior to the peak season at each station and grid globally. As with the climate drivers analy-
sis, only season-ahead streamflow that is statistically significantly correlated is retained as a potential
predictor.
2.2.3. Seasonal Peak-Flow Prediction
Given the suite of potential predictors having significant linear relationships with seasonal peak-flow,
including large-scale climate drivers and streamflow autocorrelation, we apply a linear regression model to
predict seasonal peak-flow. Predictors may conceivably be multicollinear (i.e., mutual correlations between
predictors) containing redundant information and potentially leading to poor estimates of the regression
parameters (Wilks, 2011). Therefore, if a single predictor (climate driver or streamflow autocorrelation) exists,
we apply a linear regression model; if there are multiple predictors (either climate drivers or streamflow
autocorrelation), we apply a Principal Component Regression (PCR) model to avoid possible multicollinear-
ities. The PCR model has an identical form to Multiple Linear Regression (MLR); however, PCR uses Principal
Components (PC), which are transformations of predictor variables and uncorrelated with each other, in
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place of the raw predictor variables. By adding or removing uncorrelated PCs, the PCR model can retrans-
form biased regression coefficients to the original predictor variables in the form of the MLR. If all PCs are
retained, PCR is consistent with MLR (Wilks, 2011).

Generally, in the PCR process, the number of PCs retained as predictors is conditioned on the accumulated
variance explained. Jolliffe (2002) suggests 70–90% may often be a reasonable range (Wilks, 2011). Here we
truncate only the last PC with the smallest variance, which is also associated with multicollinearities if present
(Jolliffe, 2002; Wilks, 2011). Although this rule may be strict for the case of a small number of predictor varia-
bles (e.g., two climate drivers have only two PCs), we apply to all PCR models globally for consistency. After
truncating the last PC, the average accumulated variance explained of the remaining PCs is 78% and 75% for
all observed and simulated streamflow, respectively. Thus it appears that this truncation rule is appropriately
applied to the PCR model in terms of variance explained and eliminating possible multicollinearities.

Although we identified specific lead-months of climate drivers showing the maximum correlations with sea-
sonal peak-flow, this may constrain the prediction model to discount a potential predictability from the pre-
dictors with different lead-months and account a possible large variance in the last PC, which will be
eventually removed in the process of PCR model. Therefore, we applied the Leave-one-out Cross Validation
(LOOCV) to find optimal lead times of the climate predictors. All combinations of lead-months (3–8 months
ahead) for the climate predictors are cross-validated with a block size of 3 years and the PCR model. In each
step of the LOOCV, we detrended and normalized all predictor and predictand variables to avoid potential
source of dependence and artificial skill. From the cross validation, the combination of lead-months with
the minimum Mean Squared Error (MSE) is selected as optimal lead-months.

Given the limited length of streamflow records available, it is important to carefully select the appropriate
length of calibration and validation data to balance model confidence and reliability. Here we analyze pre-
diction models with various lengths of calibration data, ranging from 50% to 100% starting from the first
year of data. Selecting a 70% calibration data length, for example, implies that the first 70% of the stream-
flow record (i.e., first 30 years) is applied for model calibration and the remaining 30% (i.e., last 13 years) is
used for model validation. Subsequently, model performance and calibration/validation data length are
compared across each level.

Peak-flow may be highly related to prior-season streamflow, which is also linked to longer season-ahead
prevailing climate conditions. Therefore, streamflow autocorrelation is likely already influenced by climate
drivers and subsequently effects optimal lead-month selection and regression throughout the LOOCV and
the PCR model. From an operational standpoint, including autocorrelated streamflow into the prediction
model is practical and will potentially provide higher prediction skill. However, one can also develop predic-
tion models conditioned only on climate predictors to identify locations with strong climate-driven predict-
ability of seasonal peak-flow and compare with models explicitly including prior-season streamflow. We
evaluate both, with models utilizing only climate predictors identified from the correlation analysis (Type-A)
and models utilizing climate predictors and streamflow autocorrelation (Type-B).
2.2.4. Assessment of Prediction Skill
Two skill scores are used to evaluate prediction performance in different perspectives: the mean squared
error skill score (MSESS) for performance in deterministic prediction and the Gerrity skill score (GSS) for per-
formance in categorical prediction.

The MSESS is a relative skill score comparing MSE from predictions and MSE from climatology, and defined
as follows (Wilks, 2011):

MSESS5 12
MSEpred

MSEclim

� �
3100% (1)

where MSEpred is the MSE of prediction and MSEclim is the MSE obtained from always predicting the climato-
logical mean. Here an average of calibration data is used for the climatological mean for the validation
period. The maximum value for the MSESS is 1, indicating a perfect prediction; a value of 0 indicates a
model prediction skill equal to that of the climatological mean prediction. A negative value implies that the
model prediction skill is worse than climatology, in terms of MSE (Jolliffe & Stephenson, 2012). The MSESS is
considered as the main deterministic verification score for long-range forecasts in World Meteorological
Organization (2007).
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The GSS is a multicategorical skill score and contains an ‘‘equitability’’ (Gandin & Murphy, 1992) by reward-
ing correct predictions and penalizing incorrect ones. For a three-category prediction, the GSS is calculated
as:

GSS5
X3

i51

X3

j51

pij sij (2)

where pij is the joint probability of events falling in category i; jð Þ and sij is the scoring weights. Gerrity
(1992) proposed the approach to define scoring weights based on the sample climatology and odds ratios
resulting in more credits for rarer events (low frequency) and fewer credits for common events (high fre-
quency). The GSS ranges from 21 to 1, where a value of 0 indicates no predictive skill compared with clima-
tology and a value of 1 represents a perfect forecast. Negative values indicate model predictions worse
than climatology. In this study, three categories are defined as the upper, middle, and lower thirds of the
streamflow during the model calibration period.

Here we subjectively classify prediction performance according to a range of skill scores:

1. Poor prediction: MSESS< 20% and GSS< 0.2
2. Fair prediction: 20%�MSESS< 60% and 0.2�GSS< 0.6
3. Good prediction: 60%�MSESS and 0.6�GSS

Note that above the thresholds are selected arbitrarily; however, considering these are seasonal streamflow
predictions at the global scale with only 1–5 predictors, deterministic and categorical prediction with 20%
(40%) higher skill than climatology could be regarded as fair (good) prediction. Also, the skill score ranges
as defined are relatively higher than previous studies using these skill scores for seasonal streamflow predic-
tion at the given location (Hidalgo-Mu~noz et al., 2015). For this study, a prediction with fair performance is
regarded as a useful prediction that may provide information to water management decisions and lead
toward improved prediction models; a prediction with good performance is regarded as a practical predic-
tion that may be applied in an operational sense for seasonal peak-flow prediction. The percentage of
global areas with fair or good prediction performance is calculated by weighting the grids with the cosine
of the latitude and excluding Antarctica, Greenland, and dry regions with streamflow less than 10 m3/s.

3. Results and Discussion

In this section, we discuss attribution of the large-scale climate indices to seasonal peak-flow and their sta-
tistical significance, the importance of autocorrelation, and prediction results with verification metrics.

3.1. Attribution of Streamflow Variability to Large-Scale Climatic Indices
The maximum lag-correlation between seasonal peak-flow and season-ahead large-scale climate drivers
(e.g., 0.4), the corresponding number of lead-months (e.g., 5 months), and the corresponding lead season
(e.g., June–August) are determined globally (Figures 3–6) for both streamflow observations (GRDC and
HCDN) and simulations (PCR-GLOBWB). Statistically significant relationships are primarily based on stream-
flow observation, where present, otherwise streamflow simulations are used to identify relationships, typi-
cally in data-limited areas.
3.1.1. ENSO Influence on Seasonal Peak-Flow Globally
Not surprisingly, high correlations are evident for regions with well-established ENSO signal-precipitation
relationships (Dai & Wigley, 2000; Mason & Goddard, 2001) for both observed and simulated streamflow
(Figure 3a). For example, negative correlations are observed in areas where La Ni~na induces above-normal
precipitation in southwestern Canada and the northwestern U.S., northeastern South America (Amazon
River basin), North and East Australia, Southeast Asia (no observed stations), and West, South, and East
Africa. Positive correlations are observed in regions where El Ni~no induces above-normal precipitation in
the southwestern and southeastern U.S., southeastern South America, Europe, and eastern Central Asia (Kyr-
gyzstan and Tajikistan) and South Russia. Correlations that exceed ENSO-precipitation correlations in many
regions are also consistent with previous results for the western U.S. (Cayan et al., 1999) and at the global
scale (Dettinger & Diaz, 2000), suggesting that direct streamflow response and association to climate tele-
connections may be greater than precipitation or temperature. Since seasonal peak-flow has characteristics
of both seasonal timescale and magnitude, the identified relationships can include both spatial patterns of
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correlation between ENSO and seasonal streamflow (Wanders & Wada, 2015) and ENSO and annual stream-
flow statistics (e.g., annual maximum) (Chiew & McMahon, 2002; Ward et al., 2010, 2014a), implying it’s use-
fulness for understanding seasonal-scale flood propensity.

The persistence of ENSO response on seasonal peak-flow is evident at many stations and grids (Figures 3b
and 3c). For example, a northern-winter ENSO signal (SON-NDJ) is strongly correlated with FMA peak-flow
(3–5 months later) in the northwestern, southwestern, and southeastern U.S. as well as with AMJ or MJJ
peak-flow (5–8 months later) in the northern U.S. and southern Canada. The typically strong winter ENSO
index is well correlated with seasonal peak-flow globally, for example, FMA peak-flow in Europe, northeast-
ern Brazil, and northern Australia. Summertime ENSO (MJJ-JAS), often a period of development, correlates
well with peak-flow in East Africa (JAS-SON) and Central America (including northern Columbia) (ASO-OND),

Season-ahead max. correlation (PeakFlow and ENSO)
(alpha = 0.05)

(a)

-1.00 -0.80 -0.60 -0.40 -0.20 0.20 0.40 0.60 0.80 1.00
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8           7           6            5            4            3           2           1            C            

Corresponding lead-season of ENSO
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Season-ahead max. correlation (PeakFlow and ENSO)

(d)
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Figure 3. (a and d) Maximum lag-correlation between seasonal peak-flow and season-ahead (3–8 months) ENSO index, (b and e) corresponding lead-month of
ENSO index, and (c and f) Season of ENSO index presenting the maximum correlation from the peak-flow for (a–c) observed streamflow and (d–f) simulated
streamflow. Note that only stations and grid cells with statistically significant (a50:05) correlations during 3–8 lead-months are colored. The ‘‘C’’ of corresponding
lead-month indicates ‘‘Concurrent.’’ The gray color indicates the arid areas with annual streamflow less than 1 m3 s21.
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while the late spring ENSO index (FMA-AMJ) is strongly correlated with peak-flow in northwestern Brazil
and West Africa (Figure 3).
3.1.2. PDO Influence on Seasonal Peak-Flow Globally
Like ENSO, maximum correlations between seasonal peak-flow and the season-ahead PDO index are gener-
ally similar to PDO-precipitation relationships (Mantua & Hare, 2002) (Figure 4). Also, the spatial patterns of
correlations are broadly similar to those of ENSO due to PDO’s ENSO-like characteristics, particularly North
America and Europe (Dettinger & Diaz, 2000; Mantua & Hare, 2002; Zhang et al., 1997) (Figures 3 and 4).
Temporal distinguishments between PDO and ENSO, for example, include ASO-OND (OND-DJF) PDO values
correlated with northern-spring peak-flow (JFM-MAM) in the southeastern U.S. (the northwestern U.S. and
Europe), while the ENSO index is correlated oppositely. The exact mechanism behind the temporal differ-
ences is unclear; however, the various patterns and evolutions of North Pacific sea surface temperatures
and magnitudes of low pressure systems and westerly winds in the midlatitude Pacific basin toward sub-
tropical latitudes likely all contribute (Dettinger et al., 2001). Compared to ENSO, peak-flow is correlated
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Figure 4. Same as Figure 3, but for PDO.
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with PDO more broadly spatially, particularly in Africa and the northern extratropical and polar regions, in
the North Pacific, and North Asia (consistent with correlation patterns represented in Dettinger and Diaz
(2000)), with relatively longer leads than those demonstrated by ENSO. Impacts of PDO on seasonal peak-
flow over the North Pacific are also consistent with the PDO-induced spatial pattern of seasonal precipita-
tion and temperature anomalies (Mantua & Hare, 2002).
3.1.3. NAO Influence on Seasonal Peak-Flow Globally
NAO is strongly positively correlated with seasonal peak-flow in northern Europe, western and central
Russia, the central-eastern U.S., and northwestern Canada (Figure 5). Negative correlations between
seasonal peak-flow and NAO are found in central and eastern Europe, eastern North America, the west coast
of the U.S., most of Africa, South Asia (Thailand), and northeastern Russia. Opposing correlation patterns
between northern Europe (positive) and east-central Europe (negative) reflect the expected NAO-induced
precipitation patterns (Hurrell, 1995) (Figure 5). These spatial patterns (NAO-streamflow) are also
consistent with regional studies (Birsan, 2015; Hidalgo-Mu~noz et al., 2015) and continental-scale studies
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Figure 5. Same as Figure 3, but for NAO.
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(Bierkens & van Beek, 2009; Bouwer et al., 2008). Although correlations vary spatially, there is a notable win-
ter NAO (ASO-FMA) correlation with spring-summer peak-flow (JFM-MJJ) in the northern extratropic and
polar regions, and significant spring NAO (JFM-MAM) correlation with JJA-OND peak-flow in tropical
regions: Central America, West, Central (Sahel), and East Africa, and parts of Asia (India and China), and even
southern extratropical regions (South America and southern Australia). The NAO is known to affect precipi-
tation in southern extratropical regions at decadal timescales through the Atlantic meridional overturning
circulation (Sun et al., 2015); the seasonal-scale correlations identified here in tropical and southern extra-
tropical regions, however, may be more reflective of tropical-extratropical climate connections rather than
directly linked to the North Atlantic (Dettinger & Diaz, 2000, and references therein).
3.1.4. AMO Influence on Seasonal Peak-Flow Globally
AMO is negatively correlated with seasonal peak-flow in North America, Central South America, and north-
western Russia (Figure 6). The opposite pattern in central and southeastern U.S. is consistent with the multi-
decadal droughts associated with the warm (positive) AMO phase (McCabe et al., 2004). Positive
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Figure 6. Same as Figure 3, but for AMO.
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correlations are also found in Central America, northern South America (Venezuela), West and Central Africa,
parts of South Asia, and central and east Russia. Peak-flow (JAS-SON) in West and Central Africa (Sahel)
including the Nile River are correlated (up to 0.58) with wintertime AMO (OND-DJF) for 7–9 month lead
times; this corresponds with the well-known phenomena of warm phase AMO strengthening summertime
precipitation in the Sahel and West Africa (Shanahan et al., 2009; Zhang & Delworth, 2006).

3.2. Potential Predictor Identification
Statistically significantly correlated season-ahead climate drivers may be used to predict seasonal peak-
flow. Not surprisingly, globally, many regions have multiple potential predictors (more than one single pre-
dictor; Figure 7 at station and grid scale). Of note, three or four of the potential predictors are simulta-
neously significant for central, northwestern, and southeastern U.S., central-west Canada, Central and
Eastern Europe, Central Asia, northeastern Russia (Pacific), and West, East, and South Africa (Figure 7).

3.3. Streamflow Autocorrelation
As expected from literature (e.g., Chiew & McMahon, 2002), seasonal peak-flow positively correlates with
lag-1 seasonal streamflow in both the observed and simulated streamflow time series (Figure 8). In many
regions, this strong covariability between the season-ahead and peak season streamflow is predominantly
attributable to the unclear distinction or division between seasons. For example, annual streamflow hydro-
graphs in the western and southeastern U.S. are negatively skewed, with the peak season frequently includ-
ing multiple months in the early part of the hydrograph.

Substantially high (positive) autocorrelation (>0.6) are particularly evident in regions with low seasonal stream-
flow variability. This often occurs in rivers with considerable base flow and a single annual streamflow peak
across a long period (>3 months), such as the Amazon, Niger, and the Nile Rivers, or rivers with nearly constant
streamflow (flat hydrographs), such as central Canada and Europe (Figure 8). High (positive) autocorrelation is
also evident at stations downstream of large natural lakes (e.g., central Canada, Finland, and Uganda; Figure 8).
The large lake systems may even dampen interannual streamflow variability (McMahon et al., 2007).

Insignificant and negative streamflow autocorrelation is evident in the north polar regions (e.g., northern
Russia and western and eastern Canada; Figure 8). Typically, these areas have minimal base flow and single
annual streamflow peak across a shorter period (<3 months), in stark contrast to rivers with high
autocorrelation.

3.4. Season-Ahead Peak-Flow Prediction
The linear relationship between streamflow and large-scale climate patterns can vary or even be opposite
across a basin. This mainly occurs in large-scale river basins with latitudinal or longitudinal shapes due to
the meridional or zonal propagation of climate across the basin (Probst & Tardy, 1987). In other words,
cumulative streamflow at the outlet of the basin may not represent all upstream climate impacts, producing
a seeming lack of consistency of potential predictors. For example, streamflow strongly positively correlated
with ENSO in the upstream reaches of the basin may not be evident in downstream sections, but instead
produce an insignificant or negative correlation with ENSO. Therefore, ideally, statistical predictions for
streamflow in downstream reaches of such large-scale river basins should include nonhomogeneous and
cumulative climate impacts from upstream areas as well, if deemed important. This phenomenon is not
addressed here; however, one could apply streamflow reconstruction techniques between downstream and
upstream using nonparametric methods to identify relationships with climate drivers (Bracken et al., 2016).

In this study, we construct prediction models globally at individual stations and grids to evaluate the pre-
dictability of seasonal peak-flow, conditioned on large-scale climate drivers only (Type-A), and including
streamflow autocorrelation (Type-B), separately. The percentage of stations and areas having a fair-to-good
prediction (20%�MSESS and 0.2�GSS) for both calibration and validation data ranges according to the
percentage of calibration data retained are presented in Table 1. As the percentage of calibration data
applied increases, the performance of the prediction model generally decreases across the same calibration
data and increases across the validation data, excepting 80% and 90% calibration data levels for Type-B pre-
dictions due to some stations with relatively short validation periods (e.g., 10% validation data for a 30 year
record is only 3 years) (Table 1). When the prediction models are developed on the full data record (100%
calibration data), the fair-to-good predictions globally are 16% and 15% (46% and 49%) of stations and
areas, respectively, for Type-A (Type-B) predictions. Using 70% for calibration data, 9% and 8% (28% and
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29%) of stations and areas are validated as fair-to-good Type-A (Type-B) predictions (Table 1). Prediction
performance is measured by correlations of skill scores (MSESS and GSS) for stations and areas having the
fair-to-good prediction skill. For simulated streamflow, validation-period predictions based on 70%

(a)

Number of significant climate drivers
Arid (<1m3/s)

(b)

                     None 4                    3                    2                    1                    12

Figure 7. The number of identified predictors of climate drivers for (a) observed streamflow and (b) simulated streamflow.

Table 1
Percentage of Stations and Areas Having Fair-to-Good Prediction Performances (20%�MSESS and 0.2�GSS) According to
the Percentage of Calibration Data

Calibration
data (%)

Type-A Type-B

Calibration Validation Calibration Validation

Station (%) Area (%) Station (%) Area (%) Station (%) Area (%) Station (%) Area (%)

100 16.20 14.90 46.40 48.50
90 15.90 14.10 13.20 14.00 48.30 47.10 25.60 30.70
80 18.30 15.20 10.60 10.20 49.20 47.70 25.60 30.00
70 19.40 16.00 8.60 8.30 49.80 48.30 28.30 28.60
60 21.90 16.90 7.20 6.10 48.70 48.10 28.20 26.00
50 23.20 17.50 6.80 4.30 48.90 48.60 25.40 24.60

Note. ‘‘Type-A’’ refers to predictions based solely on the climate predictors and ‘‘Type-B’’ refers to predictions based
on the climate predictors and autocorrelated 1 season-ahead seasonal streamflow.
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calibration data produce consistently higher correlations (0.24–0.58) than for other percentages of calibra-
tion data. For the observed streamflow, the 50% and 70% calibration data levels produce relatively higher
correlations (0.19–0.50 and 0.20–0.41, respectively). Therefore, considering prediction performance and size
of validation data, we select the 70% calibration data level for global prediction.

Predictions based on the 70% calibration data length are evaluated with MSESS and GSS performance met-
rics (Figure 9). Locations of fair and good prediction skill are also identified globally (Figure 10). In order to
interpret prediction results in terms of local-scale, peak-flow predictions (Type-A and Type-B), observed
streamflow are also evaluated at the selected GRDC stations (Figure 11 and Table 2). Globally, predictions
conditioned on observed streamflow are nearly consistent with predictions conditioned on simulated
streamflow, with both illustrating higher categorical skill score performance (GSS) compared with determin-
istic skill score performance (MSESS) (Figure 9). As expected, the four large-scale climate patterns do not
provide consistently skillful predictions globally (Figures 9a, 9b, and 10a). However, fair predictions are
found in many regions, including southwestern Canada and northwestern U.S., southwestern and south-
eastern U.S., the Amazon River basin, the Sahel, the Nile River, South Africa, and central and northcentral
Asia (Figures 9a, 9b, and 10a).

Predictions for GRDC stations along the Suwannee River in the southeast U.S. and the Amapari River in Bra-
zil, for example, Figures 11a and 11b and Table 2 represent a fair prediction (Type-A), and are the same as
modeled simulations: ENSO, PDO, and AMO (ENSO and PDO) for the Suwannee River (the Amapari River)

(a)

1 season-ahead autocorrelation of PeakFlow(alpha = 0.05)

(b)
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-1.00 -0.80 -0.60 -0.40 -0.20 0.20 0.40 0.60 0.80 1.0012

Figure 8. Autocorrelations between seasonal peak-flow and one season-ahead (3 month lead) seasonal streamflow for (a)
observed streamflow and (b) simulated streamflow.
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with nearly identical optimal lead-months (Table 1). Prediction models (at 7 and 3 month leads, respec-
tively) perform well across the validation period, producing comparable peak-flow values and categorical
flows (MESS: 57% and 46% and GSS: 0.43 and 0.25) and distributions (Figures 11a and 11b and Table 2).

It is noteworthy that fair predictions are realized in typically data-spares regions, for example, the Niger
River and Congo River basins, where seasonal peak-flow is significantly correlated with multiple predictors,
particularly with AMO (q 5 0.22–0.59) (Figures 6 and 7). This extends the previously demonstrated strong
relationship between summertime precipitation in the Sahel and AMO (Shanahan et al., 2009; Zhang &
Delworth, 2006) to include summertime peak streamflow. The station-based seasonal peak-flow in this
region also illustrates an apparent linear trend or low-frequency AMO type signal, depending on the record
length and period. This relationship between AMO and seasonal peak-flow is muted by the detrending pro-
cess applied to remove possible spurious relationships; however with the trends retained, the seasonal
peak-flow is significantly correlated with AMO (q 5 0.62–0.93) in this region. Nevertheless, seasonal peak-
flow prediction (Type-A) at the Niger River at Koulikord in Mali indicates a fair performance (30% MSESS and
0.25 GSS; Figure 11c). The long-term signal of AMO is not well reproduced in the streamflow simulation;
however, seasonal peak-flow is well correlated with the same predictors (AMO, PDO, and ENSO) with subse-
quent fair prediction performances (Figure 10).

Globally, fair-to-good prediction skill is found in 8.6% (103/1,200) of stations and 8.3% of all global land sur-
face area based on model grids where multiple predictors typically exist (Figures 7 and 10). In these regions,
long-range streamflow or precipitation forecasts with nearly identical large-scale climate patterns have also
been highlighted. For example, Tootle and Piechota (2004) and Nag et al. (2014) predict streamflow in the
southeastern U.S. (the Suwanee River) with ENSO, Sittichok et al. (2016) use Atlantic and Pacific SSTs to pre-
dict streamflow in West Africa, and Block and Rajagopalan (2007), Funk et al. (2014), and Zhang et al. (2018)
use ENSO as a main driver to forecast East African rainfall. This bolsters the utility of prediction results devel-
oped here in terms of applying good prediction skill models directly and potentially using predictors from
fair prediction skill models with local predictors for modeling data-limited regions.
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Figure 9. (a and c) The MSESS (mean squared error skill score) and (b and d) GSS (Gerrity skill score) of the seasonal peak-flow predictions based solely on the
large-scale climate drivers (Type-A) (a and b) and with including the streamflow autocorrelation (Type-B) (c and d).
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When streamflow autocorrelation is included (Type-B), prediction skill increases remarkably (poor changing
to fair or fair changing to good) in many regions globally in both observed and simulated streamflow, par-
ticularly in central North America, northern and southern South America, Europe, and South and East Africa
(Figures 9c, 9d, and 10b). For example, the fair predictions in the Suwannee River and the Amapari River are
upgraded to good predictions with changes in the regression coefficients and lead-months of climate pre-
dictors due to streamflow autocorrelation (Figure 11 and Table 2). Also, including streamflow autocorrela-
tion, the multidecadal Sahel drought linked with the negative AMO phase during the 1960s–1990s (Zhang
& Delworth, 2006) is captured remarkably well, implying potential usefulness of large-scale climate drivers
and autocorrelation-based seasonal predictions for longer-term water resources management (Figure 11c
and Table 2). Globally, the fair-to-good prediction skill (Type-B) is present in 28.3% (340/1,200) of stations
and 28.6% of all land surface areas.

The inclusion of autocorrelation as a predictor also improves Type-A poor predictions to good predictions
in many regions (e.g., central Canada and northcentral Asia) where the autocorrelation is strongly significant
(q 5 0.8–0.9) (e.g., lakes region) (Figures 8 and 10). The Waterhen River provides an example of the transi-
tion from poor prediction to good prediction in the lakes region; a Type-A prediction model with poor per-
formance (6% MSESS and 0.05 GSS) is developed with ENSO as the only predictor; however, including
streamflow autocorrelation (q 5 0.82), a Type-B prediction model produces a good performance (77%

(a)

Category of skill scores
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Poor Fair Good1 2

Figure 10. Identified locations with fair (20%�MSESS< 60% and 0.2�GSS< 0.6) and good (60%�MSESS and
0.6�GSS) seasonal peak-flow prediction skill for (a) Type-A and (b) Type-B predictions. Colored circles and background
colors represent predictions on streamflow stations and simulations, respectively.
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MSESS and 0.85 GSS) (Figure 11d and Table 2). The magnitude of the regression coefficient for one season-
ahead streamflow (0.88) is clearly higher than ENSO (20.15) indicating that considerable amount of the sea-
sonal peak-flow variance is attributable to autocorrelation in the model (Table 2). Although streamflow

Figure 11. Season-ahead global peak-flow predictions at the selected GRDC stations and its normal distributions at (a)
the Suwannee River at Branford, U.S., (GRDC 4149780), (b) the Amapari River at Serra do Navio, Brazil (GRDC 3631060), (c)
the The Niger River at Koulikoro, Mali (GRDC 1134100), and (d) the Waterhen River near Waterhen, Canada (GRDC
4213603). The plots of annual time series of normalized log-transformed peak-flows and their normal PDF lines on the left
and right indicate predictions based solely on potential climatic drivers (Type-A) and with streamflow autocorrelation
(Type-B), respectively. The PDF lines of predictions including autocorrelation (right) are flipped horizontally with the same
scales to the left for easy comparison.

Table 2
Season-Ahead Global Peak-Flow Prediction at the Selected Locations (Same With Figure 11)

Station Predictors Type PCR Models with optimal lead-months Period MSESS (%) GSS Prediction

(a) The Suwannee
River at Branford, U.S.
GRDC 4149780

ENSO PDO AMO A yt50:352 ENSOt2710:222 PDOt2820:368 AMOt28 Calibration 31 0.32 Fair
Validation 57 0.43 Fair

B yt50:584 yt2310:236 ENSOt2710:192 PDOt2720:220 AMOt27 Calibration 61 0.52 Fair
Validation 65 0.66 Good

(b) The Amapari River at
Serra do Navio, Brazil.
GRDC 3631060

ENSO PDO A yt520:421 ENSOt2320:421 PDOt23 Calibration 49 0.30 Fair
Validation 46 0.25 Fair

B yt50:349 yt2320:363 ENSOt2510:171 PDOt27 Calibration 57 0.35 Fair
Validation 69 0.61 Good

(c) The Niger River at
Koulikoro, Mali.
GRDC 134100

PDO NAO AMO A yt520:376 PDOt2520:239 NAOt2510:236 AMOt25 Calibration 27 0.31 Fair
Validation 30 0.25 Fair

B yt50:431 yt2320:334 PDOt2420:304 NAOt2510:191 AMOt28 Calibration 48 0.34 Fair
Validation 45 0.37 Fair

(d) The Waterhen River
near Waterhen, Cancada.
GRDC 4213603

ENSO A yt520:311 ENSOt23 Calibration 10 0.09 Poor
Validation 6 0.05 Poor

B yt50:881 yt2320:156 ENSOt25 Calibration 84 0.72 Good
Validation 77 0.85 Good

Note. The yt indicates normalized log-transformed seasonal streamflow (y) in the predefined peak season (t), and Indext 2 k means climate index at k lead-
month ahead of the peak season (t). The yt 2 3 refers one season (3 month) ahead seasonal streamflow to the seasonal peak-flow (yt).
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autocorrelation generally enhances the Type-A prediction performance globally, in some locations predic-
tion performance is reduced (e.g., a station with fair Type-A and poor Type-B predictions in northern Austra-
lia) (Figure 10), implying that the inclusion of autocorrelation in the prediction models does not always
necessitate enhanced performance, and each case needs to be considered independently.

Occurrences of poor prediction skill (MSESS< 20% or GSS< 0.2), inferior to or only moderately better than
a climatological mean forecast, are found in both types of predictions, and typically with a single predictor
(Figures 7 and 10). Although we found significant streamflow autocorrelation globally (Figure 8), the Type-B
model with a single autocorrelation predictor typically predicts relatively constant peak-flow values com-
pared to observed or simulated streamflow and produces higher squared errors than climatological means.
This case is often found at locations having low mean peak-flow with multiple peaks, resulting in biased cat-
egorical predictions compared to those of observed or simulated streamflow. In contrast, poor GSS cases
also occur for predictions of exceptional peaks compared to the streamflow observations or simulations.
Here we simply apply one season-ahead autocorrelation as a potential predictor to the linear model; how-
ever, higher-order autoregressive models could be further applied to gauge model improvement.

Seasonal peak-flow prediction on stations with an ‘‘allowable’’ regulation category represent higher perfor-
mance than those of stations with a ‘‘none’’ regulation category; fair-to-good Type-B prediction perfor-
mance results for 32% (26%) of stations with allowable (none) regulation. This implies usefulness of the
identified climate-driven relationship and prediction models in the acceptably regulated regions.

Numerous limitations may be worth investigating in future studies. Although the regression coefficients of
potential climate predictors may account for coupled climate impacts on peak-flow at the seasonal scale, it
is subjective to the data included in the model. To account for coupled climate impacts, additional objective
analysis (e.g., categorical significance tests with different phases of climate drivers) are required prior to
model development, including decadal and multidecadal climatic patterns linked to interannual climate
patterns (e.g., ENSO) (Enfield et al., 2001; Garc�ıa-garc�ıa & Ummenhofer, 2015; Livezey & Smith, 1999; McCabe
et al., 2004; Tootle et al., 2005). In addition, various prediction models specifically able to handle coupled cli-
mate impacts (e.g., Bayesian or categorical prediction model) could be tested and compared for model
selection. Improved (nonlinear or nonparametric) statistical prediction models could be applied to test the
possibility of improving predictability. Relatively short streamflow records may not be sufficient to account
for long-term (e.g., multidecadal) variations or include a significant number of climate events (e.g., El Ni~nos
or La Ni~nas). This may occur at stations with relatively short records or even for streamflow simulations
given the decision to calibrate the prediction model with 70% of the data. Longer streamflow records and
centennial streamflow simulations may be justified for further studies. Although seasonal peak-flow pro-
vides a 3 month average tendency as induced by season-ahead climate drivers, one can disaggregate to
monthly and daily timescale to evaluate specific flood propensities using stochastic temporal disaggrega-
tion techniques (Prairie et al., 2007).

In seasonal climate and streamflow predictions, initial conditions often play a pivotal role (Cloke & Pappen-
berger, 2009; Shukla & Lettenmaier, 2011). A one season-ahead streamflow Type-B prediction may contain
direct (e.g., peak-flow) or indirect (e.g., base flow) initial conditions; however, other season-ahead initial con-
ditions (e.g., snow accumulation, soil moisture, evaporation, etc.) could provide further predictability of sea-
sonal peak-flow in particular basins (e.g., snow-fed basins or arid regions), even where a significant
autocorrelation does not exist. The identified relationships between climate drivers and seasonal peak-flow
represent generally similar patterns with those of climate drivers and precipitation reported in literature;
however, distinct patterns are also identified in some locations. Potential reasons that may explain these
distinct patterns include lagged snowmelt impacts over highland areas feeding peak-flow in spring/summer
seasons when the precipitation may not be strongly coupled with a climate driver, and integration of cumu-
lative hydrological processes diminishing or enhancing the precipitation-climate driver relationship across
river basins. Finally, streamflow simulations from other global hydrological models could be compared and
validated to boost confidence for predictions in data-scarce regions.

4. Conclusions

In this study, we attribute covariability of seasonal peak-flow to season-ahead (3–8 month lead times) large-
scale climate patterns (ENSO, PDO, NAO, and AMO) and autocorrelation globally and use these relationships
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to construct and evaluate season-ahead prediction models. By obtaining extensive streamflow observations
(GRDC and HCDN) and screening regulated stations, we retain numerous spatially unbiased stations with long-
term records globally. Using the global streamflow simulations from PCR-GLOBWB, we identify the impacts of
individual climate patterns on seasonal peak-flow, even in data-limited regions globally. This builds on previous
studies focused on regional or continental impacts only, and typically addressing annual streamflow statistics
for evaluating a mean tendency only, rather than evaluating seasonal peak-flow that may lead to estimates of
seasonal flood propensity. We develop season-ahead seasonal peak-flow prediction models globally using the
optimal lead-months selected by the LOOCV and the PCR model for each station and grid; predictability is eval-
uated by MSESS and GSS. Results described in section 3 lead to the following conclusions:

1. We find significant relationships between seasonal peak-flow and season-ahead large-scale climate driv-
ers globally using both streamflow observations and simulations (Figures 3–6). The identified patterns
are generally consistent with the climate driver-induced anomalous precipitation patterns. However,
stronger or weaker relationships are also found in large-scale river basins due to the cumulatively
enhanced or reduced impacts. Statistically significant climate patterns are typically associated with the
characteristics of both seasonal streamflow and annual maximum flow, providing relationships tailored
to seasonal-scale flood propensity. The persistence of season-ahead climate signals is also identified
globally (Figures 3–6), which could improve the understanding of impacts of noticeable climate signals
(e.g., winter ENSO) on seasonal peak-flow. Globally, multiple potential predictors are found in many
regions (Figure 7).

2. Seasonal peak-flow positively correlates with lag-1 season-ahead seasonal streamflow in many regions,
indicating high autocorrelation (Figure 8). Substantially high (positive) serial correlations (>0.6) are found
in areas having low seasonal variability with considerable base flow and single annual peaks across a rel-
atively long period (>3 months) or in areas with constant annual streamflow. Highly positive correlations
with low seasonal variability are also found in observed streamflow downstream of large lakes systems.

3. Although this study uses only four large-scale climate patterns and autocorrelation, fair-to-good predic-
tion skill (20%�MSESS and 0.2�GSS) for seasonal peak-flow are found in many climate-sensitive
regions globally (28% of stations and 29% of land area) (Figure 10). By including autocorrelation, predic-
tion skill increases remarkably in many regions globally (although clearly not all) for both observed and
simulated streamflow in central North America, northern and western South America, Europe, and South
and East Africa. Particularly, in western and central Africa where the AMO significantly affects summer
precipitation, models well predict the long-term trend of seasonal peak-flow. Remarkably, good predic-
tion skill (60%�MSESS and 0.6�GSS) is also presented in numerous regions, such as central Canada,
southeastern U.S., northeastern South America, and northcentral Asia.

The covariability between large-scale climate and seasonal peak-flow that leads to prediction models with
fair performance may provide the groundwork for local-scale seasonal peak-flow prediction by coupling rel-
evant global-scale climate patterns with local climatic (e.g., regional monsoon system) and hydrological
(e.g., soil moisture) predictors. Prediction models with good performance at one season leads can comple-
ment operational climate-informed ensemble streamflow forecasts (e.g., weighted multimodel ensemble
forecasts) (van Dijk et al., 2013; Werner et al., 2004) which provide hydrological information at relatively
short lead times (e.g., days to weeks). Additionally, predictions with a good performance can provide practi-
cal information for long-range flood preparedness and water resources management (e.g., humanitarian
actions; forecast-based financing, and emergency actions) (Coughlan de Perez et al., 2015). Finally, the
approach developed here may be especially attractive in regions with limited observations and or little
capacity to develop early warning systems, particularly at long-leads.
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